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Team Contest Problem

Lexicostatistics is a group of methods designed to estimate how closely any languages are related
to each other based on their vocabulary. These methods are normally applied to lengthy lists of words
manually annotated by experts, who indicate whether any specific pair of words is believed to originate
from the same source. Sometimes, however, linguists apply lexicostatistical methods to wordlists an-
notated by means of automated procedures. One such procedure is based on the concept of consonant
classes, introduced by the Soviet-Israeli linguist Aharon Dolgopolsky in 1964.

P. pbbdpfv K. kgxyqoxy Y.  j¢ (root-initially) M. mm

T. tddodtq R. rrepaltk| £t W. w m (root-initially) N. nnnpy
S. szfzszezc) Q. tdk
H hfu$?hh? vowels, and j ¢ w m (except root-initially)

Dolgopolsky’s consonant classes

Below you will find annotated fragments of wordlists of several language families of the world.
The annotations are given with subscript digits. Based on these lists, language family trees have been
constructed using two simplified versions of the so-called StarlingN7F algorithm, and a stability index
has been assigned to each word. The trees and stability indices on the top are based on manually
annotated wordlists, and those on the bottom are based on lists that have been automatically annotated.
There are two constructed trees for each wordlist, following two versions of the algorithm: Algorithm A
and Algorithm B. Note that in some cases there are multiple possible trees corresponding to a wordlist;
in such cases, only one tree was randomly chosen. EFach node on each tree has a lexicostatistical
distance assigned to it. The greater the distance, the closer the relationship between the languages.
A more precise term would thus be “inverted lexicostatistical distance” rather than “lexicostatistical
distance”. For simplicity’s sake, we use the term “lexicostatistical distance” in this problem.

Both the stability indices and the lexicostatistical distances are rounded to two decimal places. If
the third digit after the decimal point is smaller than 5, round down; otherwise, round up. For instance,
2.836 isrounded to 2.84, 0.705 is rounded to 0.71, and 0.703 is rounded to 0.70. The rounding applies only
to the values shown to human readers. In other words, the computer that is running the algorithms
“sees” the unrounded values.

Note that some words are known or suspected to have been borrowed from other languages. For
example, the Kadiwéu word jok:i ‘salt’ is borrowed from Guarani juki, and ’Tipay (Mesa Grande) Ta:n/
‘year’ is borrowed from Spanish 'apo.

In some cases multiple synonyms for a single meaning are given in the wordlists, separated by a
comma. One example is ‘foot’ in Vejoz.

In the data below, all prefixes are separated by a “=” sign, and all suffixes are separated by a “-” sign.
Some words are only ever used with prefixes. These start with a “=” sign.

The data are transcribed using the International Phonetic Alphabet. ' = primary stress, , = secondary
stress (weaker than the primary stress), <1 = long sound, & = very short sound, XY = X and Y are
pronounced as one sound, & = high tone, & = low tone, & = falling tone, "> = preglottalised sound
(preceded by a brief blocking of the flow of air in the throat), =2’ = ejective sound (pronounced by briefly
blocking the flow of air in the throat), ¢ = voiceless sound, & = nasalised sound (pronounced through
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the nose), ¢ = creaky voice (a low, scratchy sound), ™ indicates some air flows through the nose before
the consonant, <" = aspirated consonant (pronounced with a puff of air), o = labialised consonant
(pronounced with rounded lips), </ = palatalised sound (pronounced while part of the tongue is moved
close to the hard palate). a, @, €, 1,1 2, U, &, 3, A, D, 9, y, 0, @ are vowels. Other special characters are
consonants.

A Knowledge of any of the languages mentioned in the problem does not give an advantage
when solving the problem.

Part I. Guaicuruan famlly (Argentina, Brazil, Paraguay)

Toba (Eastern) | Pilaga Mocovi (Chaco) Kadiwéu
cloud | =70k, lo=70k, naweyelek, lol:adis
fire nodek; 'd=ole?, norek, n=ol:edi,
fish njaq, 'nijaq, nafin, nij:oco-dzegis
head | =qajk, ='qajk, =qaik, =ak:ilo,
tokill | =alawat, =a'la:t =alawat, =el:owadi,
moon | Tawosojk, ?a'wolojk; | firajyo, ep:enajs
nose =mik, ='mik;, =mik, =m:iq:o;
salt towe, ol'yek, we, jokiiy
stone | ga?, 'qaty ga?, wetica,
tongue | =atf-akat, =a'tf-afat, | =o?ley-akan-akat, | =ok:el:is
Algorithm A Algorithm B
cloud  0.50
0.80 — Toba (Eastern) &[Toba (Eastern) , gz; ggg
- 0.40 Pilaga 0.50 Pilaga S head 075
é _ 022 | Mocovi (Chaco) _ 025 Mocovi (Chaco) g 20122 (1)(;8
T Kadiwéu Kadiwéu < mnose 100
& osalt 0.67
lexicostatistical distance stone  0.75
tongue 0.50
cloud 0.50
0.80 Toba (Eastern) &[Toba (Eastern) , EZE g;(s)
E 0.40 Pilaga 0.40 Pilaga S head 075
s 0.20 , 0.28 ; S tokill 1.00
S e Mocovi (Chaco) __ 4o Mocovi (Chaco) :i moon. 0,50
3 Kadiwéu Kadiwéu ;c-'; nose 1.00
& salt 0.25
stone 0.75
tongue 0.50
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Part II. Nubian family (Egypt, Sudan)
Dongolawi | Kenuzi | Dilling | Kadaru | Debri Birgid
tokill | 'ben be:, hur, wur-i, wur-i, fila:l-e,
moon u'n-at-t, an-at-ti; | non-ti; | non-tu; | non-to, ma:l,
water | 'ess; essi, oti, oto, otu, ejiy
to give | 'tiry tir, tiy tiy tiy te:-n,
good 'serer; serel; ken, ken, ken, azze-n;
wind 'turug, turug, irf-i, irf-o, irf-o, kurr-is
hair 'dil-tr, sitr, tel-ti; | til-tu til-tu, ur=dill-e,
belly 'tur, tur, te-te, | to, to, tur,
to sleep | 'ner, ne:r,; jer; dwalleli, | jer-i, ne:r-i
sun 'masil, masil, €2 aju, engal-to; | Ti:zi,
Algorithm A Algorithm B
. tokill  0.50
0.90 — Dongolawi 0.90 Dongolawi moon 0.83
) 0.55 Kenuzi % water 1.00
_ — Kenuzi o £ togive 1.00
2 040 — Dilling 0.49 Birgid & good 050
g ] 0.80 ] Dilling £ wind 0.50
Kadaru 0.80 T '_g hair 0.83
0.50 | Debri Kadaru &% belly 0.83
L Debri to sleep 0.83
Birgid sun 0.50
. tokill 033
0.90 Dongolawi 0.90 Dongolawi moon 0.50
0.30 Kenuzi ) % water 0.50
. Kenuzi S togive 0.67
E Birgid o 2 good 050
g 0.10 0.25 Dilling oy g0
_,g Dilling 0.80 E‘ Wl%’ld 0.50
T 0.80 T Kadaru < hair 0.83
Kadaru 0.37 Debri & belly 1.00
L Debri to sleep  0.50
Birgid sun 0.50
(A) (2 points) The consonant ¥ is pronounced like French r, at the back of the tongue. Which Dol-

(B) (2 points) The Nubian tree on the top left is just one of two possible trees for this combination
of algorithm and annotation type. Draw the other possible tree.

(C) (2 points) The Nubian tree on the bottom left is just one of two possible trees for this combination
of algorithm and annotation type. Draw the other possible tree.

(D) (2 points) The lexicostatistical distance 0.49 (assigned to the root of the Nubian tree on the top
right) has been rounded to two decimal places, like some other distances in this problem. What
is the exact distance?
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Part III. Mataguayan family (Argentina, Bolivia, Paraguay)

Wichi Wichi Vejoz "Weenhayek| Iyojwa’aja’ Manjui Nivaéle Nivaéle Maka
(Lower (Riva- (Shichaam | (Chisham-
Bermejenio) | davia) Lhavos) nee Lhavos)
fire Titoy: Titox, Titah, Tirtax, 'hwat, "Peitie; Ritax, Titax, fe’t,
fish *wahat, wahat, wahat, *warhat, si'%jus., fi%jus., saxetf, saxetf sehets.
foot =patf’u, =qolo, =patf0;, | =pa:ki’o?, | ='sats =ka"’la?, =po7, =$o7, =f"i75
=kala,
water Tinot, Tinot, wah, Tina:t; Ti'niat, ?a'"nat, jina’t, jina’, iweli?;
to give ="wen-u, -wep-u; | ='wen-o; | =‘wen-o?; | ='wehn-a?m, | ='haj2s, =xut, =xut-ej, tis-ixs
='wen,
good iss isy isy isy "Pes, "Ceis, isy isy t=ejk’un-ej,
wind finwok", finwok, | ?ihwok¥; | =jait,, 'hlahwu?, 'hlahwuu?, | $aBi’ms {afi’ms t'unik’is
=X"0X%3
tree ha’lo, halo, ha’la, ha’la?, ?a"la?, ?a"la-k, a’kxi-juk, | ji’kla?, naxka-ks
hair ="wule-j; =wule-j; | ="wole-j; | ="wo:le-¢;, | ="wole, ="wole-j, =fate’tf =je’s, =Tewkux-itss
hi:lenay,
to kill =lon, =lon, =lan, =lan, ='la?an, ='lan, =klan, =klan, =lan,
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Algorithm A Algorithm B
Wichi (Lower Berme- Wichi (Lower Berme-
0.90 jefio) 0.9 jefio)
: Wichi (Rivadavia) : Wichi (Rivadavia) fire 078
0.80 0.83
Vejoz Vejoz fish 1.00
% foot 0.33
0.44 "Weenhayek 0.61 "Weenhayek S water 078
'-c .
078 — lyojwa’aja’ 0.78 — Iyojwa’aja’ i to give 0.44
: : £ good 0.89
0.33 Manjui 0.46 Manjui < wind  0.33
_ Nivaéle (Shichaam Nivacle (Shichaam @ ;re.e 823
= .
=l o 0.78 | Lhavos) 0.13 078 | Lhavos) ol 100
§ L Nivaéle (Chishamnee L Nivaéle (Chishamnee '
Lhavos) Lhavos)
Maka Maka
Wichi (Lower Berme-
0.90 [ jefio)
WNichi (Lower Berme- 0.80 Wichi (Rivadavia)
0.9 | jefio) 0.75 Veioz fire 0.78
0.80 Wichi (Rivadavia) ! fish 0.44
0.64 "Weenhayek % foot 0.33
0.70 Vejoz Notwa'aia’ _g water  0.56
ojwa’aja .
0.50 "Weenhayek 0.80 yova ) 8 togive 0.67
0.28 Manjui .é‘ good 0.89
0.80 Iyojwa’aja’ ] _ 2 wind 0.22
3 Nivaéle  (Shichaam | & ; 0.67
= Manjui Lhavos) @ lree :
g 0.10 0.18 0.80 avos hair 0.67
% Nivacle (Shichaam Nivaéle (Chishamnee tokill 1.00
© 0.80 Lhavos) Lhavos)
0.20 Nivacle (Chishamnee Maka
Lhavos)
Maka
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PartIV. MOl’lgOliC famlly (People’s Republic of China, Mongolia, Russia)

(E) (10 points) Examine the following wordlist. Calculate the stability indices corresponding to both the manual and the automated annotations.
In order to help you, we have already calculated the two stability indices for the word “all’. In random order, these are: 0.36 and 0.40.
Dagur Khamnigan | Buryat New Oold Khoshut Kalmyk Khalkha Ordos Shira Bonan
(Hailar) (Manchu) (Khori) Bargut Yugur
all hor, bolt, boxiz; bygd, tsugs lugs tsuks, puxs, pyyytes, tfPugs hana.,
xamak ; pugta, xamukh_;
XamaG.,
bark hails, qalihon, xoltohon, | xalhu, xolts, xalis, dursn; xokth3s, turusus xalsan; arasuny
belly ke:li; getahun, gedehen, | gedy:, ge:s; gets; gesn, gitis,, ketysy. ketesan, kele,
xiwkij_y
bird dagi-s giwan, fubun, fuwur, fuvury, fuwur, fowun, fuwu, fuPur, furn,, bendzer,
peltfor,
fire gali, cal, cal, caly cal, cal, caly cal, gal, qaly xaly
road terg-u:l; qaraGui, XarGi, zam. dzam, dzam., xa:-16a; tsam., tfam., mer, mor,
zam,
salt hata:, dawhon, dabhan, dawuhu:, | daws, daws, dawsn, tawsd, taPusu, ta:psan, dabsun;
to swim unpa-du, | vmba- thamar-, | umb-, sele-3 umba-, us-tei-4, siki-5 usu-tfti-la-, | umpa-, mba-,
@:m-5

water 250, UXON, uhan, urha, usn; us; usn, US0, usun, ghusun, s91
wind kein; halkin, halxin, halxi, salixin, salldi, sabkn, sakxi, khiz, khi:, ki,
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Part V. Yuman family (Mexico, United States of America)

(F) (8 points) Examine the following wordlist. Below you can see a tree that was built based on
the same list. Some data (language names and lexicostatistical distances) are missing. Fill in the
gaps. Specify if the tree is manual or automated, as well as if it was generated using Algorithm

A or B.
Mojave Cocopa Yavapai Tiipay (Jamul) | ’lipay (Mesa
Grande)
short wena=wen-a;, | xA=?ut, 'tfkr=ot-i, lo="7up, ma=put-k;
bird itf=i=jer, 'fa, "P=tf=sa, a?="fa, Qa:=sa:,
bone n=a=s=ak, n=j=ak, 'tf=j=ark-a, ‘ak, aq
dry i=ro:-v-k; 's=Tar, 'ru-f-i, 's="azjs saljs
meat kwikway, Ti="ma:tf, kve:="00-B-a; | 'kvak, kukva:j-p,
neck maAkaqe, 'm=puk 'mlqf; i:='puk, i==puk,
to see i=jur-k, 'wiz, Pun 'Wirw, =WUIW,
tail ir=Tar, 'f=juks 'B=hé, fo="jut, xa=jut,
two havik-k, 'x=wak, 'hwak-i, xa="wak, xa=wak,
year hu:de, ;mat-'karm, "2=tfhur-a, mat-'wam, Ta:ni_,
2 Tipay (Mesa Grande)
0.68 [ ?
0.31 —?
y 2
7

(G) (20 points) Some other trees have been generated for Yuman, with the following lexicostatistical
distances at the root of the tree (the lexicostatistical distances on the very left of each tree):

1. 0.20
2. 0.23
3. 0.24

Draw each of these trees. For each of the trees, specify if it is manual or automated, as well as if
it was generated using Algorithm A or B.

(H) (3 points) Two of the distances listed in Assignment (G) have been rounded to two decimal
places: 0.23 has been rounded from 0.225. Which other distance has been rounded, and what is
its precise value?

(I) (4 points) Explain how the stability indices are calculated.
(J) (5 points) Explain how the lexicostatistical distances are calculated.

(K) (4 points) Explain the difference between Algorithms A and B.
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Part VI. Macro-Jé family and Tupian family (Brazil, Bolivia)

(L) (28 points) Macro-Jé and Tupian are two major language families of South America. Some lin-
guists believe them to be distantly related. Examine the following wordlists.

A B r A E
bark e='e-ke | h*i='kha | kup="pe miPm="teqj ='pe
belly 'e=rje ='thigi =3'tin ='teej =re'wek
blood | e='ruki | =kabro | =dz=a'u ='hePp =cu'
to burn | ='rai =ro='kM13 | =po'k“a mii=...="haPp =ra'pi
fat e=kira | ='twomi | ='dz=ap ='tuPp ='kap
foot 'e=i ="hvaji ='Bi =pp'ta ='pi
hand 'e=0 =niktaa | ='Po =nipm ='po
heavy | e='usi =wi'thi =po'ti =Bp'tsj =pa'ij
liver 'e=ja ="ba =pi'a =teiPpki ndj =pi'Ta
new e=jasu | ="diwi | =pa'gop ='tifp =pia'u
root e='rao | =ja're kup=kujo'pe | mipm=piPm=tea'tia | =ra'po
skin 'e=i ='kba ='pe ="teqj ='pit
tail e='rokoi | ="bi =dz=0o'kvaj | =na:="kifp ='raj
white | 'e=fi =ja'kha =dzi'ra =pp'dowy ='sin
wing e=heo | =ja'ra =pe'o =ni'may =pe'po, =ji'wa

Below you can see two trees that were built based on the same lists. Some data (language names
and lexicostatistical distances) are missing. Fill in the gaps. For each of the trees, specify if it is
manual or automated, as well as if it was generated using Algorithm A or B.

?
?
? ?
? ?
?
— Khisétjé
0.43 J
Macro-Jé family
Maxakali
0.13
0.87 Siriono
0.53 Kawaiweté | Tupian family
Wayoro
A B r A E
? ? ? ? ?

A\ The manual annotations and the stability indices were intentionally omitted in this assign-
ment.
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(M) (10 points) Automated procedures based on Dolgopolsky classes may yield incorrect results. In
this example, the automated procedure detects more similarities between Siriono and a certain
Macro-Jé language (Khisétjé) than between Siriono and other Tupian languages. Propose a mod-
ified automated procedure that would yield a correct classification if applied to the Macro-Jé and
Tupian wordlists above, and describe it briefly.

A This assignment will be graded only in the event of a tie between top-scoring teams.

The authors thank Alejandra Vidal, Maria Konoshenko, Ilya Gruntov, and Jamtho Suya for answer-
ing their questions on specific languages. —Andrey Nikulin, Milena Veneva

Editors: Ivan Derzhanski (technical editor), Hugh Dobbs, Stanislav Gurevich, Boris Iomdin,
Liam McKnight, Andrey Nikulin (editor-in-chief), Aleksejs Pegusevs, Jan Petr, Alexander Piperski,
Maria Rubinstein, Milena Veneva, Elysia Warner.

English text: Andrey Nikulin, Milena Veneva.
Good luck!



